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What is not telematics car driving 
data?

• Classical covariates:
– Car-related features

Type of car, brand, vehicle model, horsepower, etc.

– Driver related features
Age, gender, health condition, children, occupation, etc.

– Insurance contract information
Type of contract, duration and other features

– Annual mileage, vehicle use, claims experience, etc.

• In general, 50 potential covariates are typically 
used in classical motor insurance pricing
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How do raw telematics data look like?

Telematics raw data file. Sun et al. (2021)

DATA IN MOTOR INSURANCE, EVERY 1’’
7

Vehicle ID,                          Timestamp,   Date,  Distance, Acceleration, Road type, County



What is telematics data?

– Global Positioning Signal (GPS) –not always recorded-

– Speed, acceleration, braking, and turn intensity

– Vehicle sensors and cameras

– Engine information

– Timestamp and mileage

– Traffic rules and context conditions

– Passengers, distractions, smartphone use

• High-frequency time series information recorded 
during driving

• A challenge? The volume of raw data. What are the 
relevant summaries? How much monitoring is 
enough? 



Questions
• Insurance companies collect telematics data about drivers’ 

exposure to traffic (distance driven, usage frequency and type 
of road) and their driving behavior (excess speed, 
aggressiveness, operating hours). In addition, context 
information (traffic conditions, weather) can also be accessed.

PAY-AS-YOU-DRIVE-> PAY-HOW-YOU-DRIVE -> PAY-WH-YOU-DRIVE

• Telematics can be used to: 
– improve the insurance ratemaking process. 
–promote safe driving.

(1) How are pay-per-mile insurance schemes be designed? 
(2) How can near-miss (risky event) telematics be used to identify risky drivers? 
(3) Does risk analytics and percentile charts help monitoring drivers? 
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What has been written so far about 
telematics car driving data?

• Transportation Literature

– Vehicle emissions, energy consumption and traffic 
impact.

– Driving behavior and accidents.

• Insurance Literature (Usage Based Insurance UBI)

– The beginings: PAYD, milleage and accidents

– Driving habits, skills and behavior:
Pay-as-you-drive  pay-how-you-drive

– The problem of low frequency of claims: 
A new concept: near-miss incidents



Actuarial literature & telematics driving data
• Telematics ratemaking recent research: 

Barry & Charpentier (2020) -personalization/pooling-,  

Geyer, Kremslehner & Mürmann (2020)–contract choice-

Eling & Kraft (2020) – 52 articles in  20 years-, 

So, Boucher & Valdez(2021) – synthetic data set -,  

Duval, Boucher & Pigeon(2021) -3 months of telematics data is enough-

...and lately a lot on Machine Learning.

Gao, Wang & Wüthrich (2022) – data sources interact-

Richman & Wüthrich (2022) – improves interpretation-

Fung, Tzougas & Wüthrich (2022) – claim severity-

Li et al. (2023) published ESWA –interpretable machine learning-

• Key methodological questions:
• Time frame (yearly, monthly, weekly rates)

• Distance driven (linear or log-linear)

• Driving style (which indicators? which conditions?)

– Urban/Non urban; Younger drivers/Older drivers; Type of vehicle

• Score/Classify drivers (Wüthrich, Gao & Wang)     · Risky events

• The quality of telematics data: Raw data are not always as good as they should be

(sensor errors, clock errors, inertial measurement failures, summertime/wintertime issues, GPS blanks,…)
11



PAY-AS-YOU-DRIVE PRICING = BASE PREMIUM + DISTANCE*COST per UNIT

Will telematics change ratemaking models in automobile insurance?



Telematics data: today in 2023
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Tesla’s Safety Score



Tesla’s Eight Factors
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Forward Collision 
Warnings per 
1,000 Miles*

*capped 117

Hard Braking
[>3 m/s2, Prop
0.3G/0.1G] 

Aggressive Turning
[Prop. 0.4G/0.2G 
lateral acceleration]

Unsafe Following
[Prop. 1sec/3sec
Speed >50mph (80Km/h)]

Forced Autopilot Disengagement
[After 3 warnings of inatentive, 
no hands on the wheel



Tesla’s Eight Factors

17

Late Night % Driving
10PM-4AM capped at
approx. 30%

Excessive Speeding %
time spent driving in 
excess of 85 mph

Unbuckled Driving % 
time pent driving 
above 10 mph 
without fastening 
the driver’s seatbelt
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https://www.tesla.com/support/safety-score



Tesla’s Safety Score Version 1.0
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Predicted Collision Frequency (PCF) = 
0.68 x
1.01 Forward Collision Warnings per 1,000 Miles x
1.13 Hard Braking x 
1.02 Aggressive Turning x 
1.00 Unsafe Following Time x 
1.32 Autopilot Disengagement

The current formula was derived based on statistical modeling using 6 billion 
miles of fleet data. Tesla expects to make changes to the formula in the future 
as more customer and data insights are gained

The PCF is converted into a 0 to 100 Safety Score using the following formula:

Safety Score = 115.382324 - 22.526504 x PCF



Tesla’s Safety Score Version 1.2
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Predicted Collision Frequency (PCF) = 
0.42 x
1.01 Forward Collision Warnings per 1,000 Miles x
1.10 Hard Braking x 
1.00 Aggressive Turning x 
1.00 Unsafe Following Time x 
1.12 Autopilot Disengagementx
1.03 Night driving

The current formula was derived based on statistical modeling using 8 billion 
miles of fleet data. Tesla expects to make changes to the formula in the future 
as more customer and data insights are gained

The PCF is converted into a 0 to 100 Safety Score using the following formula:

Safety Score = 112.31 - 29.33 x PCF



Tesla’s Safety Score Version 2.0

21

Predicted Collision Frequency (PCF) = 
0.83 x
1.01 Forward Collision Warnings per 1,000 Miles x
1.16 Hard Braking x 
1.01 Aggressive Turning x 
1.00 Unsafe Following Time x 
1.41 Autopilot Disengagementx
1.05 Night Drivingx
1.01 Excessive Speedingx
1.01 Unbuckled Driving

The current formula was derived based on statistical modeling using 8 billion miles of 
fleet data. Tesla expects to make changes to the formula in the future as more 
customer and data insights are gained
The PCF is converted into a 0 to 100 Safety Score using the following formula:
Safety Score = 112.29 – 14.77 x PCF



Tesla’s Safety Score 1.0 in log link
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Predicted Collision Frequency (PCF) = exp{ -0,166 + 

0,006 Forward Collision Warnings per 1,000 Miles +

0,052 Hard Braking + 

0,008 Aggressive Turning + 

0,001 Unsafe Following Time 

0,120 Autopilot Disengagement}

Safety Score = 

115.38 – 22.53 x PCF

PCF=1,13



Tesla’s Safety Score 1.2 in log link

23

Predicted Collision Frequency (PCF) = exp{ -0.377 + 

0.043 Forward Collision Warnings per 1,000 Miles +

0.004 Hard Braking + 

0.001 Aggressive Turning + 

0.001 Unsafe Following Time +

0.047 Autopilot Disengagement +

` 0.014 Percent Night Driving}

Safety Score = 

= 112.31 - 29.33 x PCF

PCF=0,76



Yearly Accident frequency to 
Safety Score 1.0 (aprox. Equivalence)

PCF / year Safety Score
0.03 109
0.06 102
0.07 100
0.08 97
0.09 95
0.10 93
0.12 88
0.14 84
0.20 70
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Is Tesla’s Safety Score complete? 

• No information on driver’s characteristics
• No information on vehicle
• No information on external factors

• Weather
• Traffic congestion
• Road type
• Time of day / weekday or weekend
• Speed limits / independent of posted limit
• --- Performance relative to other drivers.

• What type of collisions? unknown
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An overview of methods when claims 
information is available

Claims

• Count data regression model

• Count data regression panel

• GLM / GAM

• Machine learning approaches

Near
misses

• Correlate with claims & reveal information

• New instruments to score drivers

Prevention

• Predictive models of accident risk

• Risk maps, driving pulse diagrams (DPD), percentile 
charts, Shap values
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Notation and classical Poisson model
specification (timeframe: yearly data)

• Yi number of claims at fault policy 𝑖 , 𝑖 = 1,… , 𝑛

• Ti risk exposure, offset for policy 𝑖

• xi, zi vectors of ratemaking factors (traditional xi , 
telematics zi)

• A common assumption then is that the numbers of 
claims Yi are independent across all policy holders  and 
they can be modeled by a Poisson regression model 

E Yi xi, zi, Ti = Ti exp xi
′β + zi′α =

Ti exp xi
′β exp zi′α = 

𝜇(xi, zi, Ti)

Guillen et al. (2021) &  Gao, Meng, Wüthrich (2022)
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𝐿 Ƹ𝜇 xi, zi, Ti , 𝒯 =

2

𝒯
෍
𝑖∈𝒯
𝑌𝑖≠0

𝑌𝑖
Ƹ𝜇 xi, zi, Ti

𝑌𝑖
− 1 − log(

Ƹ𝜇 xi, zi, Ti
𝑌𝑖

+

2

𝒯
෍
𝑖∈𝒯
𝑌𝑖=0

2 · Ƹ𝜇 xi, zi, Ti

Poisson deviance loss

𝒯 is the test data set



Model Boosting: formulas
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E Yi xi, zi, Ti = Ti exp xi
′β 𝜌 zi = 𝜇(xi, zi, Ti)

• Two-step approach of first fitting a GLM and then 
building the telematics risk factor around this 
GLM corresponds to the combined actuarial 
neural network (CANN) model proposed by 
Wüthrich and Merz (2019). 

• Gao et al. (2022) interpret it by studying the 
network weights and find that hard braking in low 
speeds contributes most to a high telematics risk 
factor.



Model Boosting: formulas, with more 
telematics information

30

E Yi xi, zi, 𝑢𝑖 , Ti = Ti exp xi
′β 𝜌 zi 𝜑(𝑢𝑖)

• With estimated ෠β and ො𝜌 · , then the second 
telematics risk factor 𝜑() is modelled.



Telematics data by trip data
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• Take some risky drivers and some safe drivers.

• Take the series of trip data for these drivers.

• Construct a classifier from these trips.

---

• Classify all trips by all drivers based on 
telematics data: 

෠𝜓(𝑧𝑖,𝑗), 𝑖 = 1,… , 𝑛; 𝑗 = 1,… , 𝐽𝑖

• Define a score for each driver:

ത𝜓𝑖 =
1

𝐽𝑖
෍

𝑗=1

𝐽𝑖
෠𝜓(𝑧𝑖,𝑗)
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Telematics trip score in the Poisson
model specification

Starting from the classical approach:
E Yi xi, zi, Ti = Ti exp xi

′β + zi′α =

Ti exp xi
′β exp zi′α

Insert the driver’s score based on trips or a 
smoothed credibility version:

E Yi xi, zi, Ti =

Ti exp xi
′β exp 𝛼0 + 𝛼1 ത𝜓𝑖

Gao, Meng, Wüthrich (2022) find poorer out-of-sample prediction 
compared to the v-a heatmap



ML methods and interpretability

Response outcome is called Yi, xi, zi vectors of 
ratemaking factors (traditional xi , telematics zi)

• Machine learning (GLM and enhanced GLM, 
lower level than CANN)

• Trees

• Random forests

• Neural Networks has more layers that allow it to learn more 

complex relationships between the inputs and outputs

• Light Gradient Boost combines simple models (weak 

learners) to increase prediction accuracy 33
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Panel binary model specification
(timeframe: weekly data)

• Yi𝑡 binary (claim at fault) policy 𝑖, week t , 
𝑖 = 1,… , 𝑛 𝑡 = 1,… ,𝑊𝑖

• Tit risk exposure offset for policy 𝑖, week t , (?)

• xi, zit vectors of ratemaking factors (traditional 
xi, telematics/context/dynamic zit)

• We assume a panel structure where Yit are 
independent across all policy holders. If there is 
independence over time:

E Yi𝑡 xi, zit, Tit = 𝜇 xi, zit, Tit
= 𝑃𝑟𝑜𝑏 Yi𝑡 = 1 xi, zit, Tit = pit

Work in progress at RISKcenter UB
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Panel binary model specification
(timeframe: weekly data)

• Consider all information to (t-1), Ξ𝑡−1:

𝑃𝑟𝑜𝑏 Yi𝑡 = 1 xi, zit, Tit, Ξ𝑡−1 = pit

• We assume a panel structure where Yit are 
independent across all policy holders, but they 
have an autoregressive behavior within the 
same policy holder. 
pit = 𝜅(𝑝i(t−1)−𝜃𝑖 − 𝜉 𝑡−1 ) + 𝜂𝑖𝑡 + 𝜃𝑖 + 𝜉𝑡

Work in progress at RISKcenter UB



Expression for weekly premium 
calculation

• Linear approximation:

36

෍

𝑘=1

𝐾

𝛼𝑘 𝑥𝑘𝑖 + 𝛾𝑙𝑛𝐷𝑖𝑡 + (1 − 𝛾) ෍

𝑗=1

𝐽

𝛽2𝑗𝑧𝑗𝑖𝑡 +෍

𝑙=1

𝐿

𝛽3𝑗𝑧𝑙𝑖(𝑡−1)



Expression for weekly premium 
calculation

• Linear approximation:

Fixed over time: depends of classical covariates
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෍

𝑘=1

𝐾

𝛼𝑘 𝑥𝑘𝑖 + 𝛾𝑙𝑛𝐷𝑖𝑡 + (1 − 𝛾) ෍

𝑗=1

𝐽

𝛽2𝑗𝑧𝑗𝑖𝑡 +෍

𝑙=1

𝐿

𝛽3𝑗𝑧𝑙𝑖(𝑡−1)



Expression for weekly premium 
calculation

• Linear approximation:

Combination (𝛾) of log-distance driven, (1 − 𝛾) 
other dynamic (current and previous)
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෍

𝑘=1

𝐾
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𝑗=1

𝐽
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𝑙=1

𝐿
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Expression for weekly premium 
calculation

• Linear approximation:

Depends on J current week telematics and 

K previous week telematics 
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෍

𝑘=1

𝐾
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Expression for weekly premium 
calculation

• Linear approximation:

May include context data (weather, road 
condition, traffic congestions)
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CASE STUDY I
•Pricing with near-misses

•Weekly data

• Interpretable ML

• Scoring risky drivers
42



5. RESULTS

NEAR-MISSES

43

NEAR-MISSES



What is a near-miss?

• A near-miss is a term borrowed from aviation 
safety – a situation in which an accident is 
narrowly avoided, such as when a driver 
brakes suddenly in order to avoid a crash (Arai 
et al., 2001).

Near-misses (or incidents) have been shown to 
be correlated with claims in auto insurance
Ma, Y. L., Zhu, X., Hu, X. and Chiu, Y. C. (2018). The use of context-sensitive 

insurance telematics data in auto insurance ratemaking, 
Transportation Research Part A 113, 243–258. 

Guillen, M. et al. (2021) Near-miss telematics in motor insurance. Journal of 
Risk and Insurance (OPEN ACCESS)
https://onlinelibrary.wiley.com/doi/epdf/10.1111/jori.12340
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Near-crash, risky event



Examples: near-misses

• Acceleration: >6m/s2, (Hynes & Dickey, 2008).

• Braking: <-6m/s2

• Dangerous Turns: speed combined with angle

• Use of smart phone while driving

Problem: (at fault near-misses?)

North American Actuarial Journal (2019) we 
proposed modeling near-miss events

46

• (Very recent…) Events of excess speed
The driver exceeds by more 
than 10% the legal speed limit 
during one trip.



Near-miss telematics
motor insurance pricing

47

Guillen et al. (2021)



Aproximate additive structure & 
linearising exposure to risk

50

• The following approximation for the weekly 
premium that would penalize each additional 

near-miss (Eit ) and each additional unit of 
distance (Tit > 0) is:

തCTit exp xi
′β exp Eit

′ α =Pi baseTit exp Eit
′ α ≅

Pi base 1 + Eit
′ α + ln Tit ≤

Pi base + Eit
′ α p𝑚𝑎𝑥 + p𝑚𝑎𝑥 ln Tit ,

where p𝑚𝑎𝑥 = max
1≤i≤n

Pi base , α𝑚𝑎𝑥= αp𝑚𝑎𝑥 .

Guillen et al. (2022) in progress



Case study I: Take aways

 First step towards Pay-How-You-Drive (PHYD) on a Pay per 
trip schemes! And ….Pay-Where-You-Drive (PWYD).

• Driver pays per risky-events/ gets a discount for absence of risky-
events.

• We are unable to say from our empirical analysis whether drivers 
adopting telematics schemes will in general change their 
behavior in the long term as a consequence of the impact on the 
price of their usage‐based insurance ratemaking. 

• Near-miss ratemaking is easily introduced. After some weeks, an 
insurer can start pricing and re-adjust the formula to improve 
predictive performance and fairness.



CASE STUDY II
•Pricing with near-misses

•Weekly data

• Interpretable ML

• Scoring risky drivers
56
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Data

• Anonymous data were provided by a Spanish insurer 
that commercializes pay-as-you drive-insurance since 
2009. 

• Specifically, our data contain 19,214 drivers observed in 
Spain from the 9th week of 2016 to the 18th week of 
2019. 

• We only have reliable weekly information from the 9th

week of 2018 onwards, and 8 additional weeks were 
finally not considered valid in the analysis as there were 
very few observations, so they were eliminated during 
the data pre-processing. 

• 930 claims at fault in the period of analysis.



59Photo: Zachary DeBottis:



Driving claims weekly

i) Does the weekly information carry predictive 
power for measuring driving risk?

ii) What are the most relevant challenges to 
deal with dynamics? Is autoregressive a good
idea?

iii) How do weekly premiums work?



Target risky Events & lagged telematics
information

• Current week log-distance in 1,000 km

• Current week log-night distance in 1,000 km

• Percent urban driving distance with respect to 
total

• Previous week log-distance in 1,000 km

• Speeding: number of trips exceeding the legal 
speed limit in urban area the previous week



Autoregressive structure results



Case study II: Take aways

• The most powerful predicting features are :
– Speed limits
– Wind speed (not seen here)
– Night time driving
– Total kilometres driven

• Moreover, many combinations of contextual 
features are strongly associated with risky 
events

 First step towards Pay-How-Where-You-Drive (PHWYD) 
schemes.



CASE STUDY III
•Pricing with near-misses

•Weekly data

• Interpretable ML

• Scoring risky drivers
65



66
Mahdis Mousavi in Unsplash



Data

• Anonymous data were provided by a 
Spanish insurer that commercializes pay-as-
you drive-insurance since 2009. 

• Specifically, our data contain 9,614 drivers 
observed in Spain in 2010. One year 
aggregated information.

• A total of 926 claims at fault were observed.



Model comparison
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Partial Dependence Plot (PDP) 

69



Identifying interactions
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Distance*Speed
Urban*Speed
Night*Speed
NovelDriver*Night



Improving GLM with interactions
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SHAP (SHapley Additive exPlanation)
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Novel driver vs senior driver

Non-urban vs urban drivers

Shap value of vehicle age connected with night driving



Kohonen map from SHAP
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N=600
N=84 N=2830

N=1491

N=2316
N=1343

950 drivers in smaller clusters



Kohonen map from SHAP
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N=600
N=84 N=2830

N=1491
N=2316 N=1343

950 drivers in smaller clusters

Total distance
Speed, Urban, 
Vehicle age
Seniority

All matters 
except seniority

Total distance
Speed, Night
Seniority

Total distance
Speed, Night
Vehicle Age

All matters



Case study III: Take aways

• The GLM can be improved using ML 
methods

• Not all drivers are influenced by the same 
factors equally

• We can identify drivers that are more/less 
affected by telematics information than the 
rest 

 Identify policyholders that would benefit from different 
Pay-How You-Drive (PHYD) schemes.



CASE STUDY IV
•Pricing with near-misses

•Weekly data

• Interpretable ML

• Scoring risky drivers
76
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Data

• Anonymous data were provided by a 
Spanish insurer that commercializes pay-as-
you drive-insurance since 2009. 

• Specifically, our data contain 9,614 drivers 
observed in Spain in 2010. 

• A total of 926 claims at fault were observed.



Quantile regression 
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Neural network architecture aimed at 
quantile regression and CTE regression
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Scoring drivers: conditional distribtion

81



Case study IV: Take aways

• The new NN approach produces conditional 
quantiles regression results

• The estimated cumulative distribution is non-
decreasing

• We can score drivers by locating their quantile 
level in the cumulative distribution function or 
in the CTE curve

 Identify policyholders that require higher risk loadings in 
premium calculation.
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How will motor insurance
ratemaking change?

• Consumers
• Personalization

• More interaction with insurers

• Manufacturers
• Vehicles will be equipped with telematics and possibly 

vehicles provide a service (insurance included)

• Insurers
• Products are more demanding 24/7 

• Data analysts are needed. Preprocessing is crucial

• Communication to mass consumers of complex pricing

• Prevention and service provision

84
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